
INTRODUCTION 

OF TIME SERIES 
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A time series is……
 A set of data depending on the time

 A series of values over a period of time

 Collection of magnitudes belonging to different

time periods of some variable or composite of

variables such as production of steel, per capita

income, gross national income, index of industrial

production.

 In time series, time act as an independent variable to
estimate dependent variables
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Mathematical presentation of Time 

Series

 A time series is a set of observation

taken at specified times, usually at ‘equal

intervals’.

Mathematically a time series is

defined by the values Y1, Y2…of a variable

Y at times t1, t2…. Thus,

Y= F(t)
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CAUSES OF VARIATIONS IN TIME 

SERIES DATA

 Social customs, festivals etc.

 Seasons

 The four phase of business : prosperity,

recession, depression, recovery

 Natural calamities: earthquake,

epidemic, flood etc.

 Political movements/changes, war etc.
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IMPORTANCE OF TIME SERIES ANALYSIS

 A very popular tool for Business Forecasting.

 Basis for understanding past behavior.

 Can forecast future activities/planning for future

operations

 Evaluate current performance.

 Facilitates comparison

 Estimation of trade cycle
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Time Series - Examples

 Stock price, Sensex

 Exchange rate, interest rate,

inflation rate, national GDP

 Retail sales

 Electric power consumption

 Number of accident fatalities
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COMPONENTS 

OF TIME SERIES
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WHAT IS COMPONENTS

Characteristic movements

or fluctuations of time

series.
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Types of Components

1.
• Secular Trend or Trend

2.
• Seasonal Variations/Fluctuations

3.
• Cyclical Variations/Fluctuations

4.
• Irregular Variations/Movements
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SECULAR TREND OR TREND

 The general tendency of the data to

grow or decline over a long period of

time.

 The forces which are constant over a

long period produce the trend. For e.g.,

population change, improvement in

business organization, better medical

facility etc.
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 Downward trend-declining death rate

 Upward trend-population growth

 Mathematically  trend may be Linear or non-

linear
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PURPOSE OF 
MEASURING 

TREND

Knowledge of 
past behavior

Estimation
Study  of 

other 
components
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SEASONAL

VARIATIONS/FLUCTUATIONS
 The component responsible for the regular rise or fall

(fluctuations) in the time series during a period not more than

1 year.

 Fluctuations occur in regular sequence (periodical)

 The period being a year, a month, a week, a day, or even a

fraction of the day, an hour etc.

 Term “SEASONAL” is meant to include any kind of variation

which is of periodic nature and whose repeating cycles are of

relatively short duration.

 The factors that cause seasonal variations are: (a) Climate &

weather condition, (b) Customs traditions & habits.
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CHACTERISTICS/FEATURES OF 

SEASONAL VARIATIONS

Regularity

Fixed proportion

Increase or Decrease

Easy forecast
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PURPOSE OF MEASURING 

SEASONAL VARIATIONS

Analysis of past behavior of the

series

Forecasting the short time

fluctuations

Elimination of the seasonal variations

for measuring seasonal variations
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EXAMPLES OF SEASONAL 

VARIATIONS

 Crops are sown and harvested at certain times every

year and the demand for the labor growing up

during sowing and harvesting seasons.

 Demands for woolen clothes goes up in winter

 Price increases during festivals

 Withdraws from banks are heavy during first week of

the month.

 The number of letter posted on Saturday is larger.
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CYCLIC VARIATIONS

Cycle refers to recurrent variations in
time series.

Cyclical variations usually longer than a
year.

Cyclic fluctuations/variations are long
term movements that represent
consistently recurring rises and declines
in activity.
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BUSINESS CYCLE

Consists of 4 
phases:

(i)   Prosperity, 

(ii)  Recession, 

(iii) Depressions, 

(iv) Recovery
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PURPOSE

Measures of past cyclical

behavior.

Forecasting.

Useful to formulating policies in

business.

19



IRREGULAR VARIATIONS

Also called erratic, random, or

“accidental” variations.

 Do not repeat in a definite

pattern.

fire, wars, famines, floods,

earthquakes.

unpredictable
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ANALYSIS / 

DECOMPOSITION OF 

TIME SERIES
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CONSISTS OF……

• Discovering

• Measuring

• Isolating / Deconstruct

The components of the time

series.

22



MATHEMATICAL MODELS 

OF TIME SERIES

Additive model

1. We assume that the data is the sum of the time series
components.

Yt = T + S + C + I

2. If the data do not contain one of the components (e.g.,
cycle) the value for that missing component is zero.
Suppose there is no cycle, then

Yt = T + S + I

3. The seasonal component is independent of trend, and thus
magnitude of the seasonal swing is constant over time.
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MATHEMATICAL MODELS 

OF TIME SERIES

Multiplicative model

1. We assume that the data is

the product of the various components.

Yt = T× S ×C × I

2. If trend, seasonal variation, or cycle is missing, then the value is
assumed to be 1.

Suppose there is no cycle, then

Yt = T× S × I

3. The seasonal factor of multiplicative model is a proportion (ratio) to
the trends, and thus the magnitude of the seasonal swing
increases or decreases according to the behavior of trend.
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Measurement of 
Trend
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Measurement of Secular trend:-

 The following methods are used for calculation of trend:

 Free Hand Curve Method:

 Semi – Average Method:

 Moving Average Method:

 Least Square Method:
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Free hand Curve Method:-

 In this method the data is denoted on graph
paper. We take “Time” on ‘x’ axis and “Data” on
the ‘y’ axis. On graph there will be a point for
every point of time. We make a smooth hand
curve with the help of this plotted points.

 Example:

Draw a free hand curve on the basis of the following data:
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Years 1989 1990 1991 1992 1993 1994 1995 1996

Profit
(in
‘000)

148 149 149.5 149 150.5 152.2 153.7 153



145

146

147

148

149

150

151

152

153

154

155

1989 1990 1991 1992 1993 1994 1995 1996

Profit ('000)

Trend Line

28

Actual Data



Semi – Average Method:-

 In this method the given data are divided in two
parts, preferable with the equal number of years.

 For example, if we are given data from 1991 to 2008,
i.e., over a period of 18 years, the two equal parts will
be first nine years, i.e.,1991 to 1999 and from 2000
to 2008. In case of odd number of years like, 9, 13,
17, etc.., two equal parts can be made simply by
ignoring the middle year. For example, if data are
given for 19 years from 1990 to 2007 the two equal
parts would be from 1990 to 1998 and from 2000 to
2008 - the middle year 1999 will be ignored.
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Example:

Find the trend line from the following data  

by Semi – Average Method:-
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Year 1989 1990 1991 1992 1993 1994 1995 1996

Producti
on
(M.Ton.)

150 152 153 151 154 153 156 158

There are total 8 trends. Now we distributed it in equal part. 
Now we calculated Average mean for every part.

First Part  =          150 + 152 + 153 + 151 =   151.50
4

Second Part =     154 + 153 + 156 + 158   =   155.25
4



Year
(1)

Production
(2)

Arithmetic Mean
(3)

1989

1990

1991

1992

1993

1994

1995

1996

150

152

153

151

154

153

156

158

151.50

155.25
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146

148

150

152

154

156

158

160

1989 1990 1991 1992 1993 1994 1995 1996

Production

Production
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151.50
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Moving Average Method:-

 It is one of the most popular method for calculating Long Term Trend. 
This method is also used for ‘Seasonal fluctuation’, ‘cyclical fluctuation’ 
& ‘irregular fluctuation’. In this method we calculate the ‘Moving 
Average for  certain years. 

 For example: If we calculating ‘Three year’s Moving Average’ then 
according to this method:

=(1)+(2)+(3) ,     (2)+(3)+(4) ,     (3)+(4)+(5),   ……………..

3 3 3

Where (1),(2),(3),………. are the various years of time series. 

 Example: Find out the five year’s moving Average:
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Year 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996

Price 20 25 33 33 27 35 40 43 35 32 37 48 50 37 45



Year

(1)

Price of 
sugar (Rs.)

(2)

Five year’s moving 
Total
(3)

Five year’s moving 
Average (Col 3/5)

(4)

1982
1983
1984
1985
1986
1987
1988
1989
1990
1991
1992
1993
1994
1995
1996

20
25
33
30
27
35
40
43
35
32
37
48
50
37
45

-
-

135
150
165
175
180
185
187
195
202
204
217

-
-

-
-

27
30
33
35
36
27

37.4
39

40.4
40.8
43.4

-
-
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Least Square Method:-

 This method is most widely in practice. When this method is 
applied, a trend line is fitted to data in such a manner that 
the following  two conditions are satisfied:-

 The sum of deviations  of the actual values of y and computed 
values of y is zero.

 i.e., the sum of the squares of the deviation of the actual  and 
computed values is least from this line. That is why method is 
called the method of least squares. The line obtained by this 
method is known as the line of `best fit`.

is least

35
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The Method of least square can be used either to fit a straight line 
trend or a parabolic trend.

The straight line trend is represented by the equation:-

= Yc = a + bx

Where, Y = Trend value to be computed

X = Unit of  time (Independent Variable)

a = Constant to be Calculated

b = Constant to be calculated

 Example:-

Draw a straight line trend and estimate trend value for 1996:
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Year 1991 1992 1993 1994 1995

Production 8 9 8 9 16



Year
(1)

Deviation From
1990      X

(2)

Y
(3)

XY
(4)

X2

(5)

Trend
Yc = a + bx

(6)

1991

1992

1993

1994

1995

1

2

3

4

5

8

9

8

9

16

8

18

24

36

80

1

4

9

16

25

5.2 + 1.6(1) = 6.8

5.2 + 1.6(2) = 8.4

5.2 + 1.6(3) = 10.0

5.2 + 1.6(4) = 11.6

5.2 + 1.6(5) = 13.2

N= 5
= 15 =50 = 166 = 55
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 X
Y  XY 2

 X

Now we calculate the value of two constant  ‘a’ and ‘b’ with the help 
of two equation:-

Solution:-



  

 




2XbXaXY

XbNaY 38

Now we put the value of                                                         :-

50 =  5a + 15(b)     ……………. (i)
166 = 15a + 55(b) ……………… (ii)

Or    5a + 15b = 50 ……………… (iii)
15a + 55b = 166 …………………. (iv)

Equation (iii) Multiply by 3 and subtracted by (iv)
-10b = -16

b = 1.6
Now we put the value of “b” in the equation  (iii)

    NXXYYX ,&,,, 2



=   5a + 15(1.6) = 50

5a = 26

a =     = 5.2

As according the value of ‘a’ and ‘b’ the trend line:-

Yc = a + bx

Y= 5.2 + 1.6X

Now we calculate the trend line for 1996:-

Y1996 = 5.2 + 1.6 (6) = 14.8

39

5
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Shifting The Trend Origin:-

 In above Example the trend equation is: 

Y  = 5.2 + 1.6x

Here the base year is 1993 that means actual base of
these year will 1st July 1993. Now we change the base
year in 1991. Now the base year is back 2 years unit
than previous base year.

Now we will reduce the twice of the value of the ‘b’ from the value of ‘a’.

Then the new value of ‘a’ = 5.2 – 2(1.6)

Now the trend equation on the basis of year 1991:

Y = 2.0+ 1.6x 
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Parabolic Curve:-

Many times the line which draw by “Least Square Method”
is not prove ‘Line of best fit’ because it is not present
actual long term trend So we distributed Time Series in sub-
part and make following equation:-

Yc = a + bx + cx2

 If this equation is increase up to second degree then it is “Parabola
of second degree” and if it is increase up to third degree then it
“Parabola of third degree”. There are three constant ‘a’, ‘b’ and ‘c’.

Its are calculated by following three equation:-

41



If we take the deviation from ‘Mean year’ then the
all three equation are presented like this:

42

  

 

 







422

2

2

XcXaYX

XbXY

XCNaY

  

  

  







4322

32

2

XcXbXaYX

XcXbXaXY

XcXbNaY

Parabola of second degree:-



Year Production Dev. From Middle 
Year
(x)

xY x2 x2Y x3 x4 Trend Value
Y = a + bx + cx2

1992

1993

1994

1995

1996

5

7

4

9

10

-2

-1

0

1

2

-10

-7

0

9

20

4

1

0

1

4

20

7

0

9

40

-8

-1

0

1

8

16

1

0

1

16

5.7

5.6

6.3

8.0

10.5

= 35 = 0 =12 = 10 = 76 = 0 = 34

43

Y  X  XY  2X YX 2  3X  4X

Example:
Draw a parabola of second degree from the following data:-

Year 1992 1993 1994 1995 1996

Production (000) 5 7 4 9 10



  

 

 







422

2

2

XcXaYX

XbXY

XNaY
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Now we put the value of

35 = 5a + 10c ………………………… (i)
12 = 10b ………………………… (ii)
76 = 10a + 34c ……………………..(iii)

From equation (ii) we get b =    = 1.2

    NXXXXYYX ,&,,,,, 432

10

12

We take deviation from middle year so the 
equations are as below:



Equation (ii) is multiply by 2 and subtracted from (iii):

10a + 34c = 76 …………….. (iv)

10a + 20c = 70 …………….. (v)

14c = 6  or c =          = 0.43

Now we put the value of c in equation (i)

5a + 10 (0.43) = 35

5a = 35-4.3 = 5a = 30.7

a = 6.14

Now after putting the value of ‘a’, ‘b’ and ‘c’,  Parabola of second 
degree is made that is:

Y = 6.34 + 1.2x + 0.43x2

45
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Parabola of Third degree:-

 There are four constant ‘a’, ‘b’, ‘c’ and ‘d’ which are calculated by following

equation. The main equation is Yc = a + bx + cx2 + dx3. There

are also four normal equation.

46

  

  

   

  









65433

54322

432

32

XdXcXbXaYX

XdXcXbXaYX

XdXcXbXaXY

XdXcXbNaY



Methods Of Seasonal Variation:-

Seasonal Average Method

Link Relative Method

Ratio To Trend Method

Ratio To Moving Average 

Method
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Seasonal Average Method

 Seasonal Averages =    Total of Seasonal Values

No. Of Years

 General Averages =    Total of Seasonal Averages

No. Of Seasons

 Seasonal Index       = Seasonal Average

General Average
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EXAMPLE:-
 From the following data calculate quarterly seasonal indices assuming the

absence of any type of trend:
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Year I II III IV
1989

1990

1991

1992

1993

-

130

120

126

127

-

122

120

116

118

127

122

118

121

-

134

132

128

130

-



Solution:-
Calculation of quarterly seasonal indices

Year I II III IV Total

1989

1990

1991

1992

1993

-

130

120

126

127

-

122

120

116

118

127

122

118

121

-

134

132

128

130

-

Total 503 476 488 524

Average 125.75 119 122 131 497.75

Quarterly  
Turnover 
seasonal 
indices

124.44 = 100

101.05 95.6 98.04 105.03
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General Average = 497.75 = 4     
124.44

Quarterly Seasonal variation index 
= 125.75 x 100

124.44

So as on we calculate the other 
seasonal indices 
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Link Relative Method:

 In this Method the following steps are taken for calculating the seasonal 
variation indices

 We calculate the link relatives of seasonal figures.

Link Relative:   Current Season’s Figure x 100

Previous Season’s Figure

 We calculate the average of link relative foe each season.

 Convert These Averages in to chain relatives on the basis of the first seasons.
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 Calculate the chain relatives of the first season on the base of the last seasons. 
There will be some difference between the chain relatives of the first seasons 
and the chain relatives calculated by the pervious Method.

 This difference will be due to effect of long term changes.

 For correction the chain relatives of the first season calculated by 1st method is 
deducted from the chain relative calculated by the second method.

 Then Express the corrected chain relatives as percentage of their averages.
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Ratio To Moving Average Method:

 In this method seasonal variation indices are calculated in following steps:

 We calculate the 12 monthly or 4 quarterly moving average.

 We use following formula for calculating the moving average Ratio:

Moving Average Ratio= Original Data x 100

Moving Average

Then we calculate the seasonal variation indices on the basis of average of seasonal 
variation.
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Ratio To Trend Method:-

 This method based on Multiple model of Time    Series. In It We use the 
following Steps:

 We calculate the trend value for various time duration (Monthly or Quarterly)
with the help of Least Square method

 Then we express the all original data as the percentage of trend on the basis of
the following formula.

= Original Data x 100

Trend Value

Rest of Process are as same as moving Average Method
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Methods Of Cyclical Variation:-

Residual Method

References cycle analysis method

Direct Method

Harmonic Analysis Method
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Residual Method:-
 Cyclical variations are calculated by Residual Method . This method is based

on the multiple model of the time Series. The process is as below:

 (a) When yearly data are given:
In class of yearly data there are not any seasonal variations so original data are effect by three 

components: 

 Trend Value

 Cyclical

 Irregular

 First we calculate the seasonal variation indices according to 
moving average ratio method.

 At last we express the cyclical and irregular variation as the 
Trend Ratio & Seasonal variation Indices

57

(b) When monthly or quarterly  data are given:



Measurement of Irregular Variations

 The irregular components in a time series represent the
residue of fluctuations after trend cycle and seasonal
movements have been accounted for. Thus if the original
data is divided by T,S and C ; we get I i.e. . In Practice the
cycle itself is so erratic and is so interwoven with
irregular movement that is impossible to separate them.
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THANK YOU
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Department of Statistics


